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Hybrid LES/RANS Calculation of High Speed Jet Noise 
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This paper presents near-field and far-field LES results from a hybrid RANS/LES 
simulation of two high-speed jets at M∞=0.9 (Tj/T∞=0.86: Tanna’s Set Point 7 (SP7) and 
Tj/T∞=2.7: Tanna’s Set Point 46 (SP46)).17 The near-field pressure is analyzed in terms of 
hydrodynamic wave-packets  (Reba et al.10) to quantify the large scale turbulence noise 
source. Results indicate that the simulation reasonably captures the spatio-temporal 
evolution of the large-scale turbulence. However, the LES-predicted turbulence structures 
appear to be significantly more energetic, with a consistent over-prediction of 10 dB in the 
near-field pressure. The acoustic far field is computed using a Ffowcs-Williams/Hawkings 
surface. Acoustic results show good qualitative agreement with the experimental data. The 
predicted far field OASPL directivity pattern compares well with the experiments, despite 
an over-prediction of 3 dB and 10 dB for SP7 and SP46, respectively.     

I. Introduction 
 
HE noise from a high-speed jet engine during take-off and landing poses a serious environmental concern to 
military bases. Modeling of the jet noise can facilitate early evaluation of environmental impact and enable 

analysis of technology and methods to control it.  
 
In recent years, jet noise modeling research has largely followed two complementary paths: (1) the acoustic analogy 
approach, wherein RANS-computed turbulence length scales and kinetic energy are used to parameterize ad-hoc or 
empirical models for acoustic source statistics, and (2) Large Eddy Simulation (LES), where the largest turbulence 
scales and their sound generation are computed directly. The former approach has proven successful in predicting 
noise from fine-scale turbulence, which dominates the noise signature at 90 degrees to the jet axis, but has thus far 
been unsuccessful in predicting noise from large-scale turbulence, which controls peak radiation at aft angles.7,23,24 
The LES approach, on the other hand, has been successful in predicting aft angle radiation at low to moderate 
frequencies (St < 1), but due to prohibitive computational expenses, the LES procedure is limited to simple round 
jets and low Reynolds number.2,3,4,5 The effects of complex nozzle geometry of engineering interest have not been 
addressed (Bogey and Bailly6). Therefore, there are concerns about the boundary conditions at the nozzle exit, which 
need to be resolved for accurate jet flow and noise prediction.  
 
The hybrid LES/RANS approach proposed by Shur et al16 is examined in our studies with a focus on the 
performance of high-order numerical discretization schemes. The procedure includes two steps. During the first step, 
a coupled nozzle-jet 3D RANS computation is performed. Then, LES is carried out for the jet plume with the inflow 
conditions at the nozzle exit taken from the RANS solution in the first step. Shur et al16 argue that by doing so, no 
forcing parameters are needed to excite the shear layer. Instead, the nozzle lip provides the necessary receptivity 
location for generating and reflecting acoustic waves.  
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The near-field flows are post-processed using the Ffowcs-Williams/Hawkings surface-integration method to 
calculate the far-field sound. The predicted sound directivities are compared with experiments and previous 
numerical simulations by Bodony and Lele.18  In addition to the far field acoustics, we present comparisons in terms 
of the large scale turbulence source characteristics. This relies on a wave-packet framework (Reba et al.10), wherein 
the hydrodynamic pressure in the jet linear near-field region is viewed as the sound source.  With this framework, 
the large-scale turbulence sound source can be measured experimentally with relative ease using microphones 
located in the jet near-field region just outside the non-linear turbulent flow.  This concept was previously applied to 
heated and unheated subsonic jets (Reba et al.[10][11]), with acoustic Mach numbers ranging from 0.5 to 1.33. 
Assessing the ability of our LES methodology to capture the large scale turbulence source characteristics  is a key 
objective of the current study. This represents a critical validation step beyond far field comparisons, since fortuitous 
compensating errors in the near field can potentially lead to acceptable agreement in the far field.  
 
Our calculations are based on a high-fidelity computational fluid dynamics (CFD) platform with high-order accurate 
numerical schemes implemented for all-speed flows (6th order compact scheme for subsonic flows and 5th order 
WENO scheme for shock-embedded flows).14 In the following, we first present the numerical procedures used in 
our simulations, followed by the hybrid LES/RANS strategy, a detailed description of grid resolution and its 
requirement and distribution, the boundary condition treatment, and finally hydrodynamic and acoustic results.  

II. Numerical Procedure 
 

       The fully-compressible form of the continuity, momentum, and energy equations are solved in this study which, 
in a generalized curvilinear coordinate system, can be written as 
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where Q is the vector of conserved variables, ( )TEwvuQ ρρρρρ ,,,,= , ( F̂ , Ĝ , Ĥ ) are the convective fluxes, 
(

VF̂ ,
VĜ ,

VĤ ) are the viscous fluxes, and Ŝ  is the source term (this term is non-zero only in the energy equation). J is 
the Jacobian of the transformation between the generalized coordinate system (ξ,η,ζ) and physical coordinate 
system (x, y ,z).  

 
The spatial schemes in our high-order procedures are based on the finite difference method, because of its low 

cost relative to other options such as finite volume and finite elements. Specifically, and as pointed out by Shu,12 the 
finite volume method is approximately nine times as expensive, while finite elements could even be more expensive 
because of the numerical quadrature that will be necessary for high-order schemes. For low-order methods, we 
support the MUSCL-Roe schemes. We have implemented the compact and WENO schemes for high-order 
discretization. The compact scheme is intended for incompressible and subsonic flows, whereas WENO is used for 
high subsonic and supersonic flows. These schemes are summarized below in the form in which they are 
implemented in AEROFLOTM  CFD package, which was used to generate the basic solutions in this study. 
 
 MUSCL-Roe 
This simple, fairly robust, low-order scheme which uses Roe flux-splitting at the mid-point values was introduced 
by van Leer. First, the left and right values of the primitive variables at the mid-point between two nodes are 
computed as 

iiLi
βφφ +=

+ ,2
1                  (2) 

and 

11,2
1 +++

−= iiRi
βφφ            (3) 

where φ = (ρ,u,v,w,p)T is the vector of primitive variables and βi is the “limited slope” at point i. Here, p is the 
thermodynamic pressure. The limited slopes βi are computed using van Leer’s harmonic limiter. 
 
Based on the left and right states at i+1/2, the numerical flux is computed using Roe flux-splitting as 
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Here, R and L values are constructed using the corresponding values of the primitive variables in Eqn. (1). Matrix 
A  is constructed based on the Roe-averaged state at i+1/2 

1−Λ= RoeRoeRoe RRA ,            (5) 

where Λ  is the diagonal matrix of the absolute eigenvalues of the Jacobian, Q
F
∂

∂ ˆ . 

 
 COMPACT 
The Padé method is used to approximate the spatial derivatives for subsonic flows. Consider the differencing of a 
variable φ (e.g. a conserved variable, a flux component) along the ξ direction, that is, ξφφ ∂∂= /' . An implicit, 

centered finite difference formula is employed to calculate the numerical values '
iφ : 
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The parameters α, a, and b determine the spatial accuracy of the algorithm, and their values are determined using 
Taylor series expansions around point i. For a sixth-order accurate scheme,1,13 ( ) ( )9

1,9
14,3

1,, =baα . 

Compact finite differences are non-dissipative and are susceptible to numerical instabilities due to non-linear flow 
features. In order to enforce numerical stability, a low-pass filtering procedure is adopted. For a typical component 
of the solution vector, φ, the filtered values φ~ are obtained from 
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The coefficients ak are expressed in terms of αf.13 αf controls the strength of the filter; as it is reduced, a wider band 
of high frequencies is damped. A range 5.03.0 <≤ fα is suggested.  
 
WENO 
For high-order differencing of flow fields with shock waves, the characteristic-wise weighted essentially non-
oscillatory (WENO) procedure is used (see Ref. [7],[22]). This numerical approach is summarized below. 
 
Considering the ξ -direction as an example, we have  
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where RoeR~  is the matrix formed with the right eigenvectors of the Jacobian Q
F
∂

∂ ˆ , computed based on a Roe-

averaged state at i±1/2.  For the characteristic-wise WENO, the reconstruction procedure is performed on the 
characteristic fields FRF

Roec
ˆ~ˆ 1 ⋅= −  to obtain the values at i+1/2.  The left and right states at the mid-points are 

obtained using the Lax-Friedrichs flux-splitting method or the Roe flux-difference splitting method. For the former,  

( )qFF cc α±=± ˆ
2
1ˆ ,  (9) 

where α is the spectral radius of the Jacobian Q
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where rω  and rω~  are normalized weights based on smoothness indicators of the numerical fluxes and rmc  are the 
coefficients of Lagrange interpolation. Finally, the reconstructed characteristic fluxes are converted back to physical 
space, ±
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The viscous fluxes are discretized with explicit second-order finite differences when the MUSCL scheme is used for 
the convective fluxes, and when compact (sixth-order) or WENO (fifth-order) finite difference are used for the 
convective fluxes, the viscous fluxes are discretized with high-order finite differences. 

III. Noise Prediction Models 
 
Hybrid LES/RANS Procedure 

As mentioned earlier in this paper, a two-step hybrid LES/RANS procedure is used to simulate the nozzle flow 
with the interior flow of the nozzle included in the RANS calculations. During the first step, a coupled nozzle-jet 3D 
RANS computation is performed. Then, LES is carried out for the jet plume with the inflow conditions at the nozzle 
exit taken from the RANS solution in the first step. Therefore, as pointed out earlier in this paper, no forcing 
parameters are needed to excite the shear layer of the jet flows.  

 
The specific form of the inflow conditions used in the LES calculations depends on whether or not the inflow is 

subsonic or supersonic, where inflow is defined as the jet exit )0/,2/12/1( =≤≤− Dxr . For supersonic 
inflow, all the flow parameters are specified from the RANS solution. For subsonic inflow, the pressure is calculated 
from 
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t
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,   (12) 

 
where p is the instantaneous (turbulence mean plus fluctuating) static pressure and other variables are directly 
specified from the RANS solution.  Note that the calculated pressure from RANS is used in place of Eqn. (12) in 
some of the calculations. For 0/ <Dx  (i.e., upstream of the nozzle exit) and 2/1/ >Dr  (radially outside of the 
nozzle), we extend the computational domain upstream to 10/ −=Dx  and zero values are specified for the velocities 
and density and pressure have the ambient values. The assumption here is that the location is too far upstream to be 
affected by the jet flow, say by entrainment.  

 
Near-Field Modal Decomposition 
 The wave packet model proposed by Reba et al. (2005) is based on the near-field cross-spectral density 
 

( ) ( ) ( )ωωω ,,,, 2
*

121 xpxpxxR mmm = , (13) 

 
where ( )ω,xpm  is the Fourier-transformed pressure corresponding to azimuthal mode number m and frequency ω 

at axial location x, and the angular brackets denote ensemble averaging. When 21 xx = (the diagonal entries of Rm), 
Eqn. (13) represents the power spectral density (PSD) at a given axial location. The off-diagonal entries of Rm 
characterize the spatial correlation of the turbulence.  
 
Acoustic Far-Field 

The far-field acoustics is obtained by the Ffowcs-Williams/Hawkings projection method, which can be written as 
( ) ( ) ( ) ( )txptxptxptxp QLT ,,,,' rrrr ′+′+′= ,       (14) 

where 
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and Qp′  is the quadrupole noise due to turbulent stresses, which could be neglected in the potential region. TP′  is 

the thickness noise and LP′  is the loading noise. c0 is the ambient sound speed, S represents the FW-H integration 
surface and r is the distance from the sound source to the observation point. In Eqn. (14), the subscripts r and n 
indicate the component of vectors in the radial direction ( rr ) and the surface normal directions ( nr ), respectively. 
The subscript ret refers to the quantities in the brackets taken at the retarded time. In Eqns. (14a) and 
(14b), iin nUU =  and iir rLL = with variables iU  and iL  are defined as 
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where ijP  is the compressive stress tensor with the constant ijp δ0  subtracted, ui is the flow velocity, Vi is the 

velocity of the control surface, and ( )xcxVM r
rrr
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Under the far-field condition ( 1>>= xr r
), Eqn. (14) combined with Eqns. 14(a) and 14(b) can be simplified 

into 
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where Mr and r are assumed constant, thus taken out of the integration, and the second term on RHS of Eqn. (14b) 
has been neglected. Furthermore, when the integration surface is located in the region with potential flows 
dominating,  Qp′  in Eqn. (16) can be neglected. 

IV. Results 
 

There are several numerical details in our LES/RANS procedure. First, the MILES (Monotone Integrated Large 
Eddy Simulation) approach are used for the LES calculations, which means that sub-grid models were not explicitly 
developed. Shur et al.16 gave a rationale for such a choice. Second, we have adopted the simple yet robust technique 
developed by Visbal and Gaitonde13 to handle the far-field boundary conditions. This approach exploits the 
characteristics of the low-pass filter provided by the rapid mesh stretching in regions outside the domain of interest. 
The odd-even acoustic modes reflected at the grid-coarsening interface are then annihilated by the high-order 
numerical filter implemented in AEROFLO. Finally, the minimum mesh resolution is desired for a specific flow 
problem. For the current high subsonic jets, the temperature ratios are 86.0/ =∞TTj

 (cold jet) and 7.2/ =∞TTj
 (hot 

jet), respectively. The Reynolds number is 5100.2/Re ×== jjjd DU µρ  for both jets. In a typical RANS 
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calculation, the first grid point based on wall units should have a value in the neighborhood of 1≈+y . According to 
circular pipe turbulent theory, we have the following form: 

8/7
*

Re2812.0 DD
yyuy ⋅⋅==+

ν
.    (17) 

In our initial setup, we set the first grid point at Dy /1δ  of 410− , which corresponds to 2.1≈+yδ  and is fine 
enough to resolve the turbulent wall layers. On the other hand, the mesh size in the radial direction for LES could be 
chosen to be much larger than that for the RANS calculation since the flow inside the nozzle is not included in the 
LES calculations. A tentative grid size of 0.005 ( 005.0min =yδ ) is used in the present study.   

 
There is also an issue related to the resolution of wave propagations. For a typical jet noise, the peak Strouhal 

number ( jjp UDf / ) with a value of approximately 0.4, which gives a wave length 

7.18.2
/

1
=⋅=⋅== ∞∞∞

jp

p

C
C

UfDU
C

Df
C

D
λ . For the sound at shallow angles, the typical Helmholtz number 

( ∞aDf jp / ) is around 0.2, which corresponds to a wave length of ( ) 5// == ∞ pjjp fDCDλ . Compared with the 
turbulent integral length scale, the peak sound wave imposes less grid requirement. (For an example, a typical 
turbulent integral length scale is 75.0/ ≈jx DL at the end of the potential zone for the current test case.) However, 
to alleviate the numerical errors associated with the finite-domain boundary effects, the simulation of acoustics 
requires a larger domain size. In our simulations, we adopt a domain size as big as 60Dj in the downstream direction 
and 30 Dj in the radial direction. To justify this choice, consider the following factors: first, for supersonic jet flows, 
the sound generation (not propagation) zones usually extend as far as 15Dj   downstream of the nozzle exit, and a 
typical LES domain size must be extended to 25-30Dj (15+2* pλ ). (Two-wavelengths are added for the sound wave 
to propagate freely in the potential flow regions.). Considering our use of mesh stretching to damp the wave 
reflections from the numerical boundaries, we choose the stream-wise domain size as 60Dj. On the other hand, for 
the radius direction, a typical LES domain size extends to 10-15Dj (1.5+2* pλ ). For the same reason of damping the 
reflections from the numerical boundaries, we choose the radial domain size as 30Dj. 

 
As seen above, resolving the near-wall turbulent length scales imposes the most stringent grid resolution 

requirement for both the RANS and LES calculations. To cover the computational domain from a mesh size range of 
4

1 10/ −=Dyδ  to 60, judicious mesh refinement is required for affordable total grid resolution. A mesh size of 
approximately 1.5 million (RANS) and 2 million (LES) points have been tested in our simulations. Our major 
requirement in this study is that the peak noise should be accurately predicted.  

 
Table 1. The nodal points in each block of the computational grid of RANS and LES. 

 
(a) Block Size for the RANS Mesh 

No. Topology Total Size 
1 51×61×65 202,215 
2 51×61×65 202,215 
3 51×61×65 202,215 
4 51×71×65 235,365 
5 51×71×65 235,365 
6 101×17×17 29,189 
7 51×17×17 14,739 
8 51×61×65 202,215 

(b) Block Size for the LES Mesh 
No. Topology Total Size 
1 51×61×65 202,215 
2 61×61×65 241,865 
3 61×61×65 241,865 
4 61×61×65 241,865 
5 61×51×65 202,215 
6 61×51×65 202,215 
7 61×51×65 202,215 
8 181×33×33 197,109 

 
An eight-block mesh system is shown in Figure 1 for RANS (a, b) and LES (c, d). The size of each mesh block 

is listed in Table 1. Blocks 7 and 8 in RANS model the interior flow of the nozzle, which is absent in Figure 1(b). 
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Figure 2. Stream-wise velocity contours for RANS  
calculation of Hot Jet. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1. Multi-block computational mesh for RANS and LES calculations: a) Full view of the RANS mesh;  b) 
Close-up view of the RANS mesh; c) Full view of the LES mesh; d) Close-up view of LES mesh. 

 
A typical stream-wise velocity contour map of the converged RANS calculation of the hot jet is shown in Figure 2. 
Figure 3(a) shows the velocity profiles at the nozzle 
exit from the RANS calculations, which are normalized 
based on wall units. The velocity profile from both the 
hot and cold jets agree well with the near-wall Log-law 
profile, which demonstrates that the current RANS 
mesh may be fine enough to resolve the wall boundary 
layer flows inside the nozzle. The nozzle exit flow 
fields from the RANS calculations are then imposed as 
the inflow to the subsequent LES calculations. 
Compared to previous LES with artificially-imposed 
inflow conditions, such as the work of Bogey et al.3 and 
Bodony and Lele, the current inflow field at the nozzle 
exit plane has a much thinner boundary layer (Figure 
3(b)). The Reynolds number and the momentum 
thickness of the inflow fields in our LES calculations 
are listed in Table 2. It is noted that the Reynolds number and momentum thickness used in our calculations are 
closer to the experiments. 
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Figure 3(a). Wall-unit normalized velocity at the 

nozzle exit plane.  
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Figure 3(b). Stream-wise velocity profile at the 
nozzle exit plane (green line: RANS calculation; blue 
line: artificially-imposed inflow by Bogey et al.3). 

 
Table 2. Jet Parameters for the LES Simulations. 

 
  Ma Re Tj/T θ 

Current 0.9 2×105 0.86 0.00181 
Bodony & Lele 0.9 8.8×104 0.86 0.045 
Bogey & Bailly 0.9 6.5×104 1.00 0.025 

Set Point 7 

Exp. 0.9 1.5×106 0.86  
Current 0.9 2×105 2.7 0.00183 

Bodony & Lele 0.9 1.3×104 2.7 0.045 
Set Point 46 

Exp.  0.9 2×105 2.7  
 
 
 

 
(a) Compact Scheme  

(b) MUSCL-Roe Scheme
Figure 4. Vorticity contours from the LES simulation of hot jet, using  a) the compact scheme, b) the MUSCL-Roe 
scheme. 
 
Various numerical schemes with different orders of accuracy have been tested in our LES calculations, including the 
compact schemes and the MUSC-Roe, for which early-time ( 60≈t ) results of vorticity contours normalized by 
Dj/Uj  he figure demonstrates that both numerical schemes are able to successfully capture the initial vortex-rollup 
process of the mixing layers and the turbulent structures downstream. It is also noted that the compact scheme 
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resolves more detailed vorticity structures than the MUSCL scheme. However, the compact scheme requires a much 
finer time step size ( 001.0=tδ ) compared to the MUSCL-Roe scheme ( 01.0=tδ ), and we have not been able to 
carry out simulations to establish an overall relative efficiency of the compact scheme. Therefore, the results in this 
paper have been obtained from long-time calculations with the MUSCL-Roe scheme.   
 
Time-averaged flow quantities in Figures 5 through 7 are obtained from the quasi-steady flow solutions from 

156=t  to 4.258=t . Figure 5 presents the centerline mean velocity and stream-wise turbulent intensity profiles, 
which are compared with the experimental data32 and the LES results from Bodony and Lele31 for both Set Point 7 
(SP7) and Set Point 46 (SP46). Our LES results compare well with the results of Bodony and Lele,31 both of which 
predict a shorter potential length than the experimental data. Bodony and Lele31 attribute this discrepancy to the 
numerically-generated large-scale organized structures in their simulations. They argued that the organized motion 
of the jet column instabilities is more efficient in extracting energy from the jet than the smaller scale shear layer is. 
They also pointed out that the numerically-imposed oscillations at the inflow boundary are different from the 
conditions of the experiments. In our case, numerical perturbations are not imposed at the inflow boundary, but the 
turbulence intensity level at the nozzle exit is somewhat smaller than in the experiments (Fig. 5(b), 5(d)). We 
suspect that the lack of turbulence at the nozzle exit could generate artificially-organized flow structures that cause a 
faster decay of the axial velocity. 

X/D

U
c/U

j

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2

RANS
LES (Bodony & Lele, 2005)
Exp_hot
LES (Present)

 
(a) Centerline Velocity in Hot Jet 
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(b) Centerline Stream-wise Turbulence in Hot Jet 
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(c) ) Centerline Velocity in Cold Jet 
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(d) Centerline Stream-wise Turbulence in Cold Jet 

 
Figure 5. Mean centerline axial velocity and stream-wise turbulent intensity in original coordinates. 

 
As in Bodony & Lele18 and Bridges & Wernet19, we use the Witze correlation20 to rescale the numerical data, which 
is then compared with the experimental data (Figure 6). The Witze correlation used here has the formula as 
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( ) ( ) 2/1/ˆ jcxxx ρρκ ∞⋅−= , 

 
where ( )( ) 22.0/16.0108.0 −

∞−= jjM ρρκ , and cx is a shift factor that accounts for the difference in the potential length. 
 
Figure 6 shows the mean centerline velocity and stream-wise turbulent intensity profiles in re-scaled coordinates. It 
shows that the present LES results compare well with those from Bodony & Lele.18 
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(b) jrms Uu / in Hot Jet 
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(c) jUU /  in Cold Jet 
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(d) jrms Uu / in Cold Jet 

Figure 6.  Centerline axial mean velocity and stream-wise turbulent intensity in original coordinates. 
 

Figure 7 compares the radial profiles of mean velocity and stream-wise turbulent intensity of hot jet with 
experiments21 at the cross-section of 5566.0/ =Lxx , where Lx is the length of the potential core. It can be seen 
that the agreement with the experimental data is excellent. 
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Figure 7. Radial profiles of mean velocity and stream-wise turbulent intensity of hot jet at cross-section of 

5566.0/ =Lxx . 
 
It can be concluded that the near-field velocity and turbulence results predicted by the current LES compare 

well with the LES by Bodony and Lele.18 However, both the current LES and the simulation by Bodony and Lele18 
under-predict the potential core lengths, which may affect the computed sound generation. The following subsection 
describes the comparison of the near-field and far-field sound prediction from LES with the data of experiments. 

 
Near-Field Pressure Analysis  

Comparisons of computed and measured near-field pressure are made in terms of the cross-spectral density  
Rm(x1,x2,ω)  (Eq. 13). As discussed in Reba et al. [10][11] this quantity can be viewed as the large scale turbulence 
noise source. The experimental data presented herein was acquired using a 78-microphone hydrodynamic array in 
the NASA Glenn Small Hot Jet Acoustic Rig (SHJAR). The array was designed by Suzuki and Colonius[26] for 
purposes of instability wave detection, and consisted of 13 rings spaced axially by .625 jet diameters, each with 6 
microphones equally spaced around the azimuth. The ring diameter increased with downstream distance to roughly 
follow the jet spreading. The microphone distance from the jet centerline ranged from 1 to 2.5 jet diameters.  

Figures 8 and 9 show comparisons for the hot jet. In Figure 8, LES results for the real part of Rm(x1,x2,ω) (top 
row) are compared to the experimental data (bottom row) at three frequencies (St=0.156, St=.313, St=0.391) for 
azimuthal mode m = 0. It is apparent that spatial de-correlation of the large-scale turbulence, including phase 
behavior, is captured reasonably well, although the simulated turbulence de-correlates more rapidly with spatial 
separation. Also, the peak of Rm(x1,x2,ω) in the LES is somewhat upstream of the measured peak, consistent with the 
shorter potential core in the simulation. Figure 9 compares the near-field pressure spectra along the array (i.e. Rm for 
x1=x2). The LES generally captures evolution of the spectral shape with downstream distance, and correctly predicts 
the peak Strouhal number. It must be pointed out that in Figure 9, the numerical data have been shifted by -10dB to 
match the experimental data.  

Figures 10 and 11 show analogous results for the cold jet. Figure 10 shows  the real part of Rm(x1,x2,ω) from the 
LES (top row) and from the experiment (bottom row) at three frequencies (St=0.0781, St=0.195, St=0.312) for 
azimuthal mode m = 0  Figure 11 compares the near-field pressure spectra along the array (i.e. Rm for x1=x2), where 
the simulation results have been shifted by -10 dB. As in the hot case, the LES captures evolution of the spectral 
shape with downstream distance, correctly predicts the peak Strouhal number, and reasonably captures the multi-
point statistics of the large scale turbulence. However, in both the hot and cold cases, the predicted turbulence 
structures appear to be significantly more energetic. 

 
Far-Field Sound Prediction 
  The far-field acoustics is obtained by the Ffowcs-Williams/Hawkings projection method in Eqn. (16). To assess 
the numerical errors introduced by the far-field approximations in Eqn. (16), and to validate the numerical  
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Figure 8. Real part of Rm (x1,x2) for mode m = 0 (hot jet).   

 
Figure 9. Computed (corrected by -10dB) and measured near-field SPL spectra (m=0) at different downstream 
locations for hot jet (a: x/D=1.725, r/D=1.125; b: x/D=2.975, r/D=1.375; c: x/D=4.225, r/D=1.625; d: x/D=6.1, 

r/D=2.0). 
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Figure 10. Real part of Rm(x1,x2) for mode m = 0 (cold jet). 
 
 

 
Figure 11. Computed (corrected by -10dB) and measured near-field SPL spectra (m=0) at different downstream 
locations for cold jet (a: x/D=1.625, r/D=1.125; b: x/D=2.875, r/D=1.375; c: x/D=4.125, r/D=1.625; d: x/D=6.0, 

r/D=2.0). 
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procedure, a monopole sound propagating wave is tested first. The monopole sound wave satisfies the equation 
 

Φ∇=
∂
Φ∂ 22
2

2

c
t

,     (18) 

where Φ  is the potential function. The pressure of the sound wave has the form as 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

∂
Φ∂

−=
0

0 sin1
c
Rt

Rt
p ωρ , 

where all variables are non-dimensional and R is the distance from the monopole sound source as shown in Figure 
12. The Ffowcs-Williams/Hawkings integration surface is located at the surface of R=1.5.  Figure 13 shows the 
predicted sound pressures at P1 (R=20) and P2 (R=50), compared t with the analytical solutions. Excellent 
agreement can be observed, showing that the present FWH approach is potentially very accurate. 
 

 
 

X Y
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Figure 12. Sketch of FW-H integrations of monopole 
sound wave. 
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(b) 

Figure 13. Far-field sound pressure obtained with the FW-H integration methods: (a) R=20; (b) R=50. 
 

We then use the developed FWH procedure to project the near-field results to the far-field OASPL for both hot 
and cold jets. 
 Various locations of the FW-H surfaces are tested, which provide a guide on whether the quadrupole 
contribution from the Lighthill source is negligible (Figure 14). The near-field microphone locations used in the 
experiments are also shown in Figure 14. Wi denotes various span-wise widths and Li , downstream locations. 
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(b) Cold Jet

Figure 14. Various Fwocs-Williams/Hawkings Integration Surfaces. 
 
Figure 15 shows the directivity of far-field sound OASPL obtained with the FWH method. It can be seen that the 
selected locations of the integration surface produce almost a converged solution in the mid-range of the angles, but 
show significant variance in smaller angles where large-scale mixing noise dominates. Compared with the 
experiments, the directivity profile has been correctly predicted by the current LES. It is observed that the shift of 
peak OASPL to larger angles when temperature ratio is increased is correctly predicted. The wider large-amplitude 
OASPL zones in the hot jet have also been captured by the LES. However, an over-prediction of the sound level has 
been observed for both the hot jet (10 dB) and cold jet (3 dB), compared to the 10 dB difference in near-field results. 
Although we are aware of several LES simulations that have reported similar over-predictions (for example, see 
Muller et al.25 and the results of Bodony and Lele in Figure 15), further work is needed to address this issue.   
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Figure 15. The OASPL profile from the FWH calculations as a function of the directivity angle. 

V. Concluding Remarks 
 

A few conclusions can be drawn from the present work. The simulation of the near-field flow uses an overset, 
high/low-order hybrid RANS/LES procedure, with the inclusion of the nozzle into the model. The far-field noise is 
obtained by the Ffowcs-Williams/Hawkings (FWH) projection method. Both the near-field hydrodynamic pressure 
and far-field acoustic pressure are compared with experimental data. However, while far-field results (experiments, 
simulations) for the chosen Tanna set points are common place, only one source of data (experiments) was found for 
validating the near-field solutions. Our simulation procedure appears to capture trends observed in the experiments. 
The fact that the near-field pressure levels require re-scaling by 10 dB in order to achieve quantitative agreement 
(for both the cold and hot jets) is somewhat unsettling, although similar observations have been reported by others25. 
Also of concern is the different re-scaling requirements in the acoustic far-field for the cold and hot jets (3dB and 10 
dB, respectively), while 10 dB corrections were required in the near field for both cases.  This issue is being actively 
investigated by our group.     
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